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1. Introduction

Corporate governance mechanisms that act to mitigate agency costs often require man-

agement to disclose information. In addition, information intermediaries undertake private

information production that has the potential to inform investors and facilitate the detection

and discipline of managerial rent-seeking behavior. The goal of this paper is to understand

the potential monitoring role of information intermediaries and how they interact with other

corporate governance mechanisms, an important issue given the large direct costs of “cooking

the books” (Karpoff et al., 2008a,b) and the potential macroeconomic distortions associated

with such managerial misbehavior (Kedia and Philippon, 2009). Our focus is on one key in-

formation intermediary, securities analysts, and we examine how analysts influence corporate

disclosure.

Any empirical analysis of the relationship between a firm’s monitoring mechanisms and

disclosure policy is complicated by endogeneity. If a regression uncovers a relationship be-

tween a measure of the presence of information intermediaries and a measure of disclosure, it

is unclear which way causality runs. A second identification problem – that of omitted vari-

able bias – will confound inference if (unobservable) investment opportunities both attract

coverage and influence corporate reporting.

To overcome these obstacles, we employ a quasi-experimental design that allows us to

examine the reaction of firms to a plausibly exogenous decrease in coverage caused by mergers

of brokerage houses (originally proposed by Hong and Kacperczyk, 2010). As a result of the

merger of two brokerage houses, the new entity might end up with a redundant analyst

(due to overlapping coverage) and, consequently, one analyst might be let go. Thus, merger-

related factors may lead to a decrease in analyst coverage for the firm(s) being covered by

both houses.1

1The net impact that the reduction in analyst coverage has on information asymmetry has been docu-
mented in the literature. Recent contributions highlight: an increase in the forecast error variance among
analysts that continue to cover the stock (Hong and Kacperczyk, 2010); concerning stock market reaction,
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Our identification strategy uses 13 brokerage house merger events staggered from 1994

until 2005 and accommodates the universe of publicly traded U.S. firms. Associated with

these mergers are 1,179 unique stocks that were covered by both houses in the year prior

to the merger, our treatment sample. Employing a difference-in-differences methodology,

we compare the changes in financial reporting quality of these treatment firms to a control

sample of observationally equivalent firms unaffected by the merger, thus identifying the

causal change in financial reporting quality resulting from the loss of coverage.

Using this design, our analysis delivers two main results. First, we provide causal ev-

idence that information intermediaries influence the nature of corporate disclosure. Using

discretionary accruals (Dechow et al., 1995; Jones, 1991) as our primary measure of corporate

disclosure, we find that financial reporting quality deteriorates following an exogenous reduc-

tion in coverage. Specifically, our estimates imply that a reduction in analyst coverage leads

firms to use more discretionary accruals in their financial reporting. We show this treatment

effect is nonlinear and more pronounced for firms with low initial coverage, corroborating

our identification strategy and providing direct evidence that corporate disclosure responds

to large percentage drops in analyst coverage.

Second, we show how monitoring by information intermediaries interacts with traditional

governance mechanisms. While analysts and governance mechanisms perform essentially the

same function – to scrutinize and discipline value-destroying behavior by management – they

exercise this discipline through different means. On the one hand, monitoring by security

analysts may provide discipline independently of traditional corporate governance, thus act-

ing as a substitute. Alternatively, if the information produced and disseminated by analysts

improves the efficacy of other governance mechanisms then these two monitoring devices may

complement each other. Our objective is to understand whether analyst monitoring serves

less price efficiency and liquidity, greater earnings surprises, and increased trading volatility around earnings
announcements (Kelly and Ljungqvist, 2007, 2012).
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as a substitute or complement to internal corporate governance mechanisms. Our tests show

that the effect of coverage on disclosure is only present among firms with poor governance,

consistent with a substitution effect between corporate governance and coverage. We find

that a reduction in coverage does not lead to a deterioration in reporting quality among

well-governed firms, suggesting that the governance mechanisms in place are sufficient to

dissuade managerial opportunism.

We conduct a series of robustness tests to confirm the validity of our empirical results. We

limit concerns regarding alternative explanations that our results could be due to systematic

differences in industries, mergers, or firms by demonstrating that our estimates are robust to

the inclusion of the respective fixed effects. In addition, we show that our estimates are not

driven by potential differences between treated and non-treated firms. To this end, we take

advantage of our panel regression methodology and include a number of control variables, as

well as incorporating a difference-in-differences matching estimator. Our results are robust

to employing different measures of financial reporting quality, ranging from non-regression

based measures of accruals to measures that are based on textual analysis of the information

provided in annual reports. We also investigate the validity of our natural experiment –

specifically, the no pre-existing trends assumption – by conducting “placebo” mergers that

shift the event date by one year either in the future or past. We also study the dynamic

effects of the mergers and provide evidence that there are no post-trends in the data. Finally,

we show that our results are not driven by a single merger or a subset of mergers.

We conclude our empirical analysis with a series of standard OLS regressions of financial

reporting quality on analyst coverage that do not correct for the endogeneity of coverage.

These estimates suggest that a higher number of analysts is correlated with lower financial

reporting quality, in contrast to the directional effect we uncover using our experimental de-

sign. However, the effects we document using this alternative specification are economically

small and are not robust to the inclusion of firm fixed effects. Moreover, these results are
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very hard to interpret because analyst coverage is likely to be endogenous. This confirms

the usefulness of our empirical approach.

Our findings relate to a large body of theoretical research that has identified a trade-off

between monitoring by information intermediaries and corporate disclosure. On the one

hand, information intermediaries play an important role as whistle blowers and are often

the first to detect managerial misbehavior (Dyck et al., 2010). With fewer information

intermediaries and less monitors, the threat of action by some claimant may diminish, since

it is less likely that managerial misbehavior will be detected. Facing a lower probability

of detection and thus a lower expected cost of manipulation, self-interested managers may

be more likely to conceal firm performance and pursue rent-seeking behavior (Kedia and

Philippon, 2009).2

On the other hand, fewer information intermediaries may result in greater information

asymmetry between insiders and investors and also among investors. Greater information

asymmetry between insiders and outsiders could matter if the firm is funded primarily with

information-sensitive securities, as in Myers and Majluf (1984). Greater disparity of in-

formation among investors could lead to a loss of liquidity (Diamond, 1985; Diamond and

Verrecchia, 1991), say if the less-informed retail investors withdraw from the market (Bal-

akrishnan et al., 2012; Kelly and Ljungqvist, 2007, 2012). These two distinct channels could

both lead to an increased cost of capital and loss of firm value, which could prompt man-

agement to increase disclosure.

Consistent with models of managerial misbehavior and earnings manipulation, we find

that, on average, a reduction in analyst coverage leads managers adopt less informative

disclosure policies. Moreover, we find this effect to be most pronounced among firms with

more anti-takeover provisions in place, that is, among “entrenched” managers. In addition,

2For example, Bergstresser and Philippon (2006) provide compelling evidence of management manipu-
lating reported earnings, while selling shares and exercise options at a premium.
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and consistent with the information asymmetry channel, we find the effect of coverage on

disclosure attenuates among the sub-sample of firms with greater need to access market

finance (e.g., equity issuers).

We contribute to the empirical literature on the interaction between corporate governance

and monitoring mechanisms and corporate disclosure. Perhaps unsurprisingly, given the in-

herent identification difficulties, empirical research on this relationship has so far reported

mixed results. Lang and Lundholm (1993) and Healy et al. (1999), for example, find that

firms with greater disclosure quality are covered by more analysts. Notably, Anantharaman

and Zhang (2012) show that managers increase the volume of public financial guidance in

response to decreases in analyst coverage of their firms. Yu (2008) investigates earnings man-

agement and analyst following and finds evidence of a negative relationship. We contribute

to this literature by employing an experimental design, allowing us to establish a causal

relationship and demonstrate that a reduction in analyst coverage causes a deterioration in

financial reporting quality.

Our paper also adds to the growing body of research that uses either brokerage house

mergers or closures as exogenous shocks to information asymmetry. This research uses

this natural experiment to study security analyst coverage and reporting bias (Hong and

Kacperczyk, 2010), credit ratings (Fong et al., 2012), firm valuation and the cost of equity

(Kelly and Ljungqvist, 2007, 2012), cost of debt (Derrien et al., 2012), real firm performance

and corporate policies (Derrien and Kecskes, 2012), or innovation (He and Tian, 2012). In a

related contemporaneous study, Balakrishnan et al. (2012) use this experimental setting to

investigate the effect of voluntary corporate disclosure and stock liquidity. They find that by

increasing the volume and timeliness of voluntary public disclosure management mitigates

the loss of liquidity associated with the reduction in analyst coverage and loss of public

information. Our contribution is to study the role of security analysts as external monitors.

We investigate how monitoring by analysts interacts with internal governance mechanisms of
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the firm and influences the informativeness of corporate disclosure. We show that despite the

potential loss of liquidity due to the loss of coverage, managers at firms with weak internal

governance mechanisms reduce the quality of financial reporting.

The remainder of this paper is structured as follows. Section 2 describes the data and

empirical design. Section 3 reports the results of the empirical analysis. Section 4 concludes.

2. Empirical setup and data

2.1. Identification strategy

The simplest way to investigate the question of how corporate disclosure differs in the

presence of monitoring and information production by outsiders is to regress a measure of

financial reporting quality on a measure of information production (e.g. number of analysts)

or information asymmetry (e.g., the probability of informed trading of Easley et al., 1996).

The estimates obtained from such regressions, however, are very difficult to interpret due

to the confounding effects of endogeneity. For instance, if a positive correlation between

analysts coverage and financial reporting quality were uncovered, this may reflect the decision

of analysts to follow firms with more informative financial statements (as in Healy et al.,

1999).

To overcome this endogeneity problem, we consider: first, securities analysts as an in-

formation intermediary associated with a particular firm; second, a setting where there is

an unexpected shock to the number of securities analysts. Specifically, we use the mergers

of brokerage houses as a source of exogenous variation in analyst coverage. The underlying

assumption is that two merging brokerage houses – both initially covering the same stock –

are expected to let one of these analysts go, leading to a reduction in analyst coverage for

a given firm. Importantly, the coverage termination is independent of potentially unobserv-

able firm characteristics (e.g., investment opportunities or managerial talent) and was not a
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decision made by the security analyst.

To identify the relevant mergers, we follow Hong and Kacperczyk (2010). We start by

selecting mergers in the Securities Data Company (SDC) Mergers and Acquisitions database

involving financial institutions (firms with SIC code 6211, “Investment Commodity Firms,

Dealers, and Exchanges”). We retain mergers where there is coverage in Thomson Reuters

Institutional Brokers’ Estimate System (I/B/E/S) for both the bidder and the target. We

require that both merging brokerages have overlapping coverage, i.e., analysts covering at

least two of the same stocks. This ensures that the empirical approach is applicable. As

a final constraint, the mergers we consider occur post-1988 to ensure that we can compute

our measures of financial reporting quality (defined below). These filters leave us with the

thirteen mergers that are the central focus of this study.

To identify impact of each of these mergers on stock coverage as well as the career

outcomes of analysts at the merging houses we proceed as follows. First, we locate the

I/B/E/S identifiers of the merging houses and the merged entity (see Table 1 or the Appendix

in Hong and Kacperczyk (2010)). Using these identifiers, we extract the analyst identifiers

for all analysts issuing an earnings forecast at the merging houses (in the year prior to the

merger date) and all analysts issuing a forecast at the merged entity (in the year following

the merger date).3 The intersection of these two lists is a list of analysts retained at the

merged entity. We also extract the respective lists of stocks covered by these analysts, by

constructing a list of unique stocks (identified by permno) for which an earnings forecast

was issued in the year prior to the merger. Two lists are constructed: one list of stocks

covered by analysts at the bidding brokerage house and another for target house analysts.

The intersection of these two lists is the set of stocks covered by both houses in the year

prior to the merger date. For these stocks, there is “overlapping coverage” at the merging

houses. These stocks are the focus of this paper and we refer to them as “treated” in what

3The analyst identifiers in I/B/E/S are unique, which allows us to track the career outcomes of analysts.
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follows.

Table 1 provides the key details on the 13 mergers. We provide the names and I/B/E/S

identification numbers of the merging brokerage houses, listing the acquiring house in the

top row of each partition. We provide details on stock coverage at each house; in particular,

the number of unique U.S. stocks covered by each house in the year prior to the merger

date, as well as the overlapping coverage. In the “% Overlap Retained” column we calculate

the percentage of stocks with overlapping coverage that continue to be covered in the year

following the merger by analysts retained in the merged entity. The final set of columns

describe analyst outcomes in the two years surrounding the merger.

To illustrate our identification strategy, consider the first merger in our sample (see

Table 1). This merger took place on December 31, 1994 between Paine Webber and Kidder

Peabody. Prior to this merger, there were 257 (treated) stocks that were covered by both

Paine Webber and Kidder Peabody. Following the merger, the combined brokerage house

ended up with fewer analysts and in particular, due to redundancy, fewer analysts with

overlapping coverage. To be precise, Paine had 52 analysts prior to the merger, Kidder had

57, and the combined entity retained a total of 53. In this case, the newly-formed entity

retained 82.7% of the analysts from the acquiring house, Paine, whereas only 17.4% of the

target house analysts were retained. In the year following the merger at the newly-formed

entity, 63.3% of target house analysts retained coverage of treated stocks they were previously

covering, whereas only 20.2% of treated stocks continued to be covered by target analysts

following the merger.

We repeat this procedure for the remaining 12 mergers and identify a total of 1,938

(unique) treated stocks. Overall, the same pattern emerges as in the case of Paine Webber’s

acquisition of Kidder Peabody. On average, stocks with overlapping coverage experience a

reduction in coverage in the wake of the merger and coverage tends to be retained at the

acquiring house. This is something we verify explicitly in Section 3. We use this variation
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to identify a causal effect of analyst coverage on financial reporting quality.

To implement our identification strategy, we must choose a time window before and after

the merger to be able to establish potential effects brought about by the merger. Contrary to

short-term event studies using stock market data, we use lower frequency (annual) accounting

data and thus require a longer event window. Following other studies also using brokerage

house mergers and balance sheet data (e.g., Derrien and Kecskes, 2012), we use a two-year

window consisting of one year before (365 days) the merger and one year after the merger.

To compute the number of analysts covering a stock around the merger date, we use the

same window length. To compute our accounting measures, we use financial statement data

from the last fiscal year that ended before the merger as the pre-merger year and the first

complete fiscal year after the merger as the post-merger year. For example, if a treatment

firm has a December fiscal year-end and the merger date is May 31, 1997 then the pre-merger

year (t−1) would be December 31, 1996 and the post-merger year (t+1) would be December

31, 1998. This results in two non-overlapping observations for all the stocks considered in

our sample, one pre- and one post-merger.

The easiest way to test for differences in companies’ accounting quality following a re-

duction in analyst coverage would be to compare the financial reporting quality of treated

companies before the shock to the financial reporting quality of treated companies after the

shock. This approach neglects, however, potential trends or natural changes that affect all

stocks (regardless if included in the treatment sample or not). For instance, new disclosure

regulations might lead to increased financial reporting quality for all companies that coin-

cides with the pre- or post-period of a particular merger. By only comparing the pre- and

post-differences for treated companies, this could lead us to falsely find an effect in reporting

quality and erroneously assign it to the merger.

A common approach to get around these potential time trends is to apply a difference-

in-differences (DiD) methodology. By using this methodology, we contrast the changes in
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the variable of interest that can be observed in the treated companies before and after the

shock with the change in the variable of interest that can be observed in the non-treated

(i.e., control) companies. In our setting, the treated companies include the stocks that were

covered by both merging entities before the merger. The control companies are all other

stocks.4

One remaining problem with this approach is that the treatment and control companies

could significantly differ from each other. In our context, it could be that larger firms tend

to be covered by more brokerage houses (and are thus more likely to be a treated firm)

but that these companies (due to their size and complexity) are also providers of higher

quality financial information. It is thus important to control for such systematic differences

in our empirical specification to further isolate the effect of the coverage shock. In Section

3.5, we address this potential concern using two distinct approaches. We first implement

a propensity score matching estimator and then we incorporate controls variables into our

linear regression framework, which we now introduce.

To empirically implement our natural experiment and test how companies react to a

shock to their information environment, we use a DiD methodology by running the pooled

panel regression

FRQi = α + β1POSTi + β2TREATEDi + β3POSTi × TREATEDi + γ′Xi + εi, (1)

where FRQi denotes our measure of financial reporting quality for firm i, POSTi denotes

a dummy variable that is equal to one in the period after the merger and zero otherwise,

and TREATEDi is a dummy variable that indicates if a company is part of our treatment

sample. Our coefficient of interest is β3. This coefficient captures the DiD effect, namely the

4Our empirical strategy therefore improves upon methodologies that employ regulatory changes such as
Regulation Fair Disclosure in 2000 or the Sarbanes-Oxley Act in 2002, for which affect all firms during the
same time period.
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effect on the financial reporting quality of the treated companies that is due to the merger.

Our preferred specification includes two-digit SIC industry, merger, and firm fixed effects

in order to capture time-invariant (possibly unobservable) factors particular to a merger, an

industry, or a firm that may influence the reporting behavior across units. This specification

accommodates the inclusion of firm-specific control variables (defined below), which are

included as part of the vector Xi on the right hand side of equation (1). We estimate this

equation using heteroskedasticity-robust standard errors that are clustered at the firm-level.5

2.2. Sample selection

To implement the identification strategy detailed above, we start constructing our sample

by obtaining data on security analyst coverage from I/B/E/S. For each of the 13 mergers

that form our identification strategy, we consider a 365-day around the actual brokerage

house merger date. We retain all publicly traded U.S. companies that have an earnings

forecast in the 365-day window around every brokerage house merger date. This leaves us

with 144,943 firm-year observations.

Next, we merge this sample with balance sheet and income statement data from Standard

& Poor’s Compustat. To do so, we must assign fiscal years to the 365-day window before the

merger date and the 365-day window after. We assign the last completed fiscal year before

the merger date to the 365-day window before the merger date and the first fully completed

fiscal year after the merger date to the 365-day window after the merger date. We are able

to link 110,482 firm-year observations this way.

We next require that every firm-year observation has the variables necessary to compute

our primary measure of financial reporting quality (FRQ, as detailed below), yielding a final

sample of 93,005 firm-year observations, which includes 1,179 treated firms. This reduction

5We have experimented with various different clusterings (e.g., by merger, industry, merger and indus-
try), obtaining similar results. Clustering standard errors at the firm-level generally produces the most
conservative (largest) standard errors, so we report these throughout the paper.
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in sample size is due to missing accounting data, a missing SIC-code, or a company belonging

to an industry-year with fewer than 15 observations.

In additional specifications, we include control variables (defined below) which include

both balance sheet and securities price data from the merged CRSP/Compustat database.

Constructing these control variables imposes additional data requirements and reduces the

sample for these analyses to 39,384 firm-year observations.

Appendix B provides a detailed breakdown of the sample construction for each of the

samples used in our main set of analyses. In this Table we also provide the distribution of

treated and control firms and firm-years for each of the samples used in our main analyses.

2.3. Measuring financial reporting quality

We use an accruals-based measure to construct our main variable of financial reporting

quality (FRQ). Accounting adjustments can be used to split earnings up into cash flows

and accruals. Both the size and sign of accruals are subject to management’s judgement and

can be used to manipulate reported earnings. Managerial discretion in the use of accruals

can make it harder for outsiders to evaluate the true economic content of firms’ financial

statements.

We construct FRQ as follows. First, we estimate the “normal” level of accruals for

a particular firm, using coefficients obtained from industry-level cross-sectional models of

accruals. The advantage of such a cross-sectional measure is that it helps us overcome the

severe data restrictions and survivorship bias that time-series models impose. Furthermore,

given our interest in year-to-year changes around the merger dates, a time-series estimate

would not be appropriate.

To compute the normal level of accruals, we use the Jones model (Jones, 1991) in its

modified version (Dechow et al., 1995). We first run the cross-sectional regression for each
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two-digit SIC industry and each year

TAit

ASSETSi,t−1

= b1
1

ASSETSi,t−1

+ b2
∆REVit

ASSETSi,t−1

+ b3
PPEit

ASSETSi,t−1

+ εit, (2)

where TAit denotes total accruals of firm i in year t, calculated as the difference between

net income (Compustat item ni) and cash flow from operations (item oancf), ∆REV is the

difference in sales revenues (item sale), and PPE is gross property, plant and equipment

(item ppegt). All variables are scaled by lagged total assets (item at).6

The coefficients from estimating (2) are then used to estimate the firm-level normal

accruals (NA) for each firm

NAit

ASSETSi,t−1

= b̂1
1

ASSETSi,t−1

+ b̂2
∆REVit −∆ARit

ASSETSi,t−1

+ b̂3
PPEit

ASSETSi,t−1

, (3)

where ∆AR is the change in receivables (item rect) and the other variables are the same

as above. Next, we calculate our measure of financial reporting quality, FRQ, as the absolute

difference between total accruals and the predicted firm-level normal accruals (“abnormal

accruals”):

FRQit = |TAit −NAit| . (4)

We interpret large absolute abnormal accruals as an indication of relatively high differ-

ences between the cash flows and the earnings of a firm. Large abnormal accruals thus make

it harder for investors to learn about the true economic performance of a company and in-

dicate lower financial reporting quality. We attenuate the distortions arising from extreme

outliers by trimming our FRQ variable at the 95% level.

We use a number of alternative measures of financial reporting quality. First, we use

6We have experimented with other industry classifications such as the 48 Fama-French industries. None
of our results are qualitatively affected by employing alternative industry classifications.
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two non-regression based measures of current accruals to overcome potential weaknesses

of regression-based accounting quality measures. Following the accounting literature (e.g.,

Sloan, 1996), we calculate the current accruals as

CAit =
∆C.ASSETSit −∆CLit −∆CASHit −DEPit

ASSETSi,t−1

, (5)

where ∆C.ASSETS is the change in current assets (item act), ∆CL is the change in

current liabilities (item lct), ∆CASH is the change in cash holdings (item che), and DEP is

the depreciation and amortization expense (item dp). We exclude short-term debt from cur-

rent liabilities, since managers will lack discretion over this item in the short run (Richardson

et al., 2005). We take the absolute value of these current accruals as our measure of financial

reporting quality.

We also consider a variant of this current accruals, calculated by removing depreciation

from equation (5). The motivation for removing depreciation comes from Barton and Simko

(2002), which argues that managers have limited discretion over depreciation schedules in

the short run. We label this measure “CA (exc. Depr).”

The third non-regression based measure we use follows Hribar and Collins (2002), who

show that using successive annual balance sheet variables creates potential problems in the

estimation of accruals for companies with merger and acquisitions activities, significant for-

eign currency accounts, or discontinued operations. They propose a total accruals measure

that is not subject to this problem and is calculated as

CA (Cash Flow)it =
EBXIit − CFOit

ASSETSi,t−1

, (6)

where EBXI denotes earnings before extraordinary items and discontinued operations

(item ibc) and CFO is the operating cash flows from continuing operations taken from the

statement of cash flows (item oancf − item xidoc). This measure also aims to identify
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differences between earnings and cash flows, but it is based on data from the income and

cash flows statement and not the balance sheet.

We also consider measures of financial reporting quality that are not directly constructed

from accounting data. To this end, we utilize two statistics to measure annual report read-

ability, introduced to the accounting literature by Li (2008) and kindly provided to us by

the author.

To construct his sample, the author first downloads all 10-K annual reports that were

filed electronically with the Securities and Exchange Commission using the online Electronic

Data-Gathering, Analysis, and Retrieval (EDGAR) system. This restricts the sample to

begin in 1994, as this was the first year that EDGAR was phased in. The remaining firms

are hand-matched to CRSP/Compustat via unique firm identifiers used by the EDGAR

system (the Central Index Key). To prepare for calculation of annual report readability, the

matched electronic 10-K filings are edited to exclude heading items, paragraphs with fewer

than one line, and tables.7 As a final filter, 10-K filings with fewer than 3,000 words or 100

lines are dropped.

We consider the Fog index (FOG), a measure of readability used extensively in the

computational linguistics literature. This measure captures text complexity as a function of

syllables per word and words per sentence.8 It is calculated as

FOGit = 0.4 · (words per sentence + percent of complex words), (7)

where complex words are defined as words with three or more syllables.9

7Readability measures are designed for text rather than numbers or tables, which is why it is important
to edit the electronic 10-K filings in this way.

8The actual index itself denotes the number of years of formal education that a reader of average intel-
ligence would require in order to read and understand the text with one viewing only.

9The Lingua::EN:Fathom Perl package is used to analyze the edited 10-K filings and calculate these two
statistics. This program is commonly used in other fields, such as information science (e.g., Collins-Thompson
and Callan, 2005)
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We complement the Fog index with the raw number of words contained in the annual

report (NWORDS). Following Li (2008), we interpret longer, less readable financial reports

(greater FOG) as consistent with lower quality financial reporting.

2.4. Measuring corporate governance

To capture corporate governance we use four different variables. Each of these variables

are measured at the firm level.

Our first measure of corporate governance is the G-index (G − INDEX), which aggre-

gates information on shareholder rights at the firm-level (Gompers et al., 2003). As has

been argued in the literature, governance (or anti-takeover) provisions serve as a means of

insulating (“entrenching”) management from the disciplining effects of shareholders and the

market for corporate control. We obtain data on the G-index from the Investor Responsibil-

ity Research Center (IRRC, now RiskMetrics) database. This index assigns a value of one to

each of 24 firm-level governance provisions and is computed as the sum of these provisions.

For a given firm, a high G-index corresponds to the presence of more provisions protecting

management – for example, making takeovers more costly to execute – and thus leading

to more entrenched management. This data is available for the years 1993, 1995, 1998,

2000, 2002, 2004, and 2006 during our sample period. For intermediate years, we follow the

existing literature and use the G-index from the latest year available.

We also use the “entrenchment index”, E-index (E − INDEX), proposed by Bebchuk

et al. (2009). The E-index consists of six of the aforementioned 24 anti-takeover provisions

used to construct the G-index.10 These authors show that this subset of provisions largely

drives the (negative) empirical correlation between the IRRC provisions and firm valua-

tion since 1990. As such, the E-index could be viewed as a less noisy proxy of corporate

10The subset of provisions considered in the E-index are: staggered boards, limits to shareholder by-
law amendments, poison pills, golden parachutes, and supermajority requirements for mergers and charter
amendments.
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governance. We obtain data on the E-Index from Lucian Bebchuck’s webpage.

Third, we obtain data on firms’ dual-class ownership structure (DUAL) from the Risk-

Metrics database. Firms with dual-class structure have at least two equity share classes,

each with different voting rights.11 The most common case involves two classes of equity

shares, one class with ten votes per share and the other class with only one vote per share

(Gompers et al., 2010). The class of shares with stronger voting rights is typically held by

insiders of the firm, as a means of separating control from cash-flow rights. With such voting

rights in place, management is potentially more entrenched and subject to less discipline

imposed by outside stakeholders, relative to management at firms with a single class share

structure.

Finally, we consider whether firms have a CEO that is also the chairman of the board

of directors at the same time, referred to as “CEO-Chairman Duality” (e.g., Brickley et al.,

1997; Jensen, 1993). The function of the chairman of the board is (among other things)

to oversee the process of hiring, compensating, and firing the CEO. When the chairman of

the board is the CEO himself, the internal control system of monitoring and disciplining

management is plausibly weakened. We obtain data on dual CEO-chairman from the Risk-

Metrics Directors database and for each firm-year define a variable (CC −DUAL) equal to

one if the CEO has a dual role as chairman.

Since IRRC/RiskMetrics only covers companies in the Standard & Poors (S&P) 1500

index, our sample is reduced for the analyses including governance variables. Specifically,

using the G-Index (21,223), E-Index (21,223), or the dual share class (21,223), and using

data on CEO/Chairman duality leaves us with 20,999 firm-year observations.

11See Gompers et al. (2010) for an in-depth analysis of the value-implications of the dual-class share
structure.
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2.5. Control variables

Our empirical setup enables us to add control variables to our main specification. Incorpo-

rating these variables into our analysis mitigates concerns regarding observable differences

among treated and control firms driving any estimated average treatment effect. When

choosing control variables, we follow prior research that also uses a measure of financial re-

porting quality or disclosure as a dependent variable (e.g., Anantharaman and Zhang, 2012;

Armstrong et al., 2012; Bergstresser and Philippon, 2006; Li, 2008).

We include the logarithm of a firm’s market capitalization (LNSIZE), where a firm’s

market capitalization is calculated as the number of common shares outstanding times price

(both variables are obtained from CRSP).12 We include the average of the previous twelve

monthly returns of a particular stock (RETANN). We include the natural logarithm of a

company’s book value divided by its market capitalization (LNBM). We include a com-

pany’s return on equity (ROE), where (ROE) is calculated as earnings (defined as income

before extraordinary items available for common stockholders (item ibcom) plus deferred

taxes (item txdi) plus investment tax credit (item itci) divided by a companys book value of

equity. We also include the volatility of ROE, computed from an AR(1) model for a firm’s

past ten annual values of ROE (V OLROE). Finally, from I/B/E/S, we include the number

of unique analysts covering a particular firm in a given fiscal year (COV ERAGE).

The data requirements imposed by these additional control variables leave us with a

sample of 39,384 firm-year observations. The summary statistics for these variables for both

treatment and control samples are presented in Table 2. Panel A of Table 2 presents the

summary statistics for the financial reporting quality variables. Panels B and C summarize

the control and corporate governance variables, respectively.

As mentioned in Hong and Kacperczyk (2010), the treated firms are larger and have

more coverage than the average Compustat firm. These differences occur for two reasons.

12When obtaining data from CRSP, we restrict our sample to share codes 10 and 11.
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First, treated firms must be covered by at least two brokerage houses. Second, the majority

of treated firms are involved with the large brokerage house mergers (i.e., mergers 1, 2, 3, 9

and 10) and large houses tend to cover large firms.

The treatment and control sample differ along several of the other observable dimensions

shown in Table 2.13 In a series of robustness tests, we will demonstrate that our results are

not confounded by these ex ante differences in observables.

3. Results

We begin by validating our experiment and then quantify the average effect of an exoge-

nous loss of coverage on financial reporting quality (Section 3.1). We then consider how the

loss of coverage interacts with measures of corporate governance at the firm-level (Section

3.2). In Section 3.4, we consider the role of financial constraints and conclude our empirical

analysis with a series of robustness tests.

3.1. Average treatment effect

We begin by validating the key idea of the experiment: on average, treated firms should

lose about one analyst relative to non-treated firms in the period around the brokerage

house merger. We test this by replacing FRQ with analyst coverage (COV ERAGE) on the

left-hand side variable in equation (1). If our experimental design is valid, we expect the

estimated DiD term to be roughly equal to minus one and statistically significant.

The first column of Table 3 confirms that this is the case. The estimated coefficient is

-1.12 with a t-value of -3.7. This is consistent in terms of size and significance with research

using a similar experimental design (e.g., Derrien and Kecskes, 2012; Hong and Kacperczyk,

13Two-tailed difference in means tests (unreported) confirm this statement. In particular, all variables in
Table 2 have different means at the 5% level of statistical significance, with the exception of FOG, V OLROE,
SALESGR, and E − INDEX.
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2010), despite sample selection differences arising from various data restrictions in these

other studies.14

Next, we examine the impact of this loss of coverage on the disclosure behavior of the

firm. The remaining columns of Table 3 present these results. Column 2 displays the

results from estimating equation (1) without any control variables or fixed effects. From this

regression, we see that the DiD coefficient, β3, is positive and statistically significant. The

point estimate on the DiD term in column 1 is 0.30, indicating that a drop in coverage in

our treatment sample results in an increase in abnormal discretionary accruals that is about

12% of one standard deviation. Thus, the effect we document is not only statistically but

also economically significant.

Given our construction of FRQ, this means that following the merger of two brokerage

houses, affected firms’ financial accounting figures contain a higher amount of abnormal

accruals, i.e. a bigger abnormal gap between cash flows and earnings. Our interpretation of

this adjustment is that firms react to changes in the information production and monitoring

by securities analysts by lowering the quality of their financial reporting. This finding is

consistent with economic models of fraudulent accounting and mis-reporting (e.g., Kedia and

Philippon, 2009). In such models, when management faces a lower probability of detection

by external monitors, it will have a greater incentive to rent-seek and conceal true firm

performance.

In columns 3 to 5, we run the same analysis as in column 2 but include a battery of

fixed effects. These fixed effects address concerns regarding time-invariant factors that could

affect disclosure behavior across groups. In column 3, we include merger fixed effects and

14In unreported results, we also confirm the finding of Hong and Kacperczyk (2010) that the mergers
result in an increase in the analyst forecast error variance associated with earnings per share estimates for
treated firms’ stocks. Moreover, we also confirm that the reduction in coverage is concentrated at the target
brokerage house. In our setting, these two results are important because they alleviate concerns that the
coverage reduction is related to the skill of the analyst – there is a fixed rule for firing analysts that is
orthogonal to analyst skill – and that while the quantity of information (i.e., monitoring) is reduced, the
quality is not.
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the estimated DiD is virtually unchanged in both magnitude and statistical significance.

Additionally including industry and, finally, industry and firm fixed effects does not change

the overall picture. Across all specifications, the estimated partial effect of the merger on

the treated firms remains statistically significant and on the same order of magnitude. This

assures us the estimate is not due to systematic differences in reporting behavior across

mergers, industries, or firms.

In columns 6 and 7, we test whether the reduction in financial reporting quality is more

pronounced for firms with lower initial analyst coverage. We would reasonably expect those

firms facing a greater percentage reduction in coverage to adjust their behavior more sharply.

To this end, we split our treatment sample into two groups –“High” and “Low” initial

coverage – depending on whether coverage in the year prior to the merger is above or below

the median among treated firms. Mean coverage in the Low (High) initial coverage sub-group

is 12.4 (29.7). We then estimate our baseline model on each group separately. The results

indicate that the cross-sectional effect is concentrated among firms in the low coverage sub-

sample, which are firms where the loss of one analyst represents a larger percentage drop

in monitoring. For this group, the estimated DiD coefficient is positive and statistically

significant. This is not the case for the high coverage subgroup.15

Overall, our baseline results indicate that an exogenous reduction in analyst coverage

causes lower quality financial reporting, consistent with the role of analysts as external

monitors.

15In unreported results, we also consider treated firms that lose all coverage after the merger. This results
from the stock being dropped by the merged entity altogether. We re-estimate our baseline regression model
(including merger, industry, and firm fixed effects) for this sub-sample and find our average effect increases
in magnitude and remains statistically significant (β3 = 0.098, significant at 10% level). This is consistent
with a monitoring channel. However, we interpret this finding with caution, as the decision to drop coverage
at the merged entity is no longer driven by the redundancy (i.e., multiple analysts covering the same stock
in merged entity) that is key to our empirical design.
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3.2. Does corporate governance matter?

Having established a causal relation between analyst coverage and disclosure, we now aim

to further understand to what extent analyst monitoring serves as a substitute or complement

to traditional corporate governance mechanisms.

Analysts undertake private information gathering and scrutinize managerial behavior.

Traditional governance devices such as the board of directors, prospective acquirers, and

other institutions also perform this same function. Analysts exercise market discipline

through information revelation in earnings forecasts, whereas internal governance mecha-

nisms discipline misbehaving managers directly through compensation and dismissal.

While the nature of these information gathering and processing activities may differ across

agents, both analysts and governance mechanisms are essentially performing the same task.

Both devices have the purpose of monitoring and imposing discipline on value-destroying

managers. With good governance, managers will already be appropriately incentivized and

rent-seeking behavior will be mitigated. Thus, in the presence of good internal and exter-

nal governance, the marginal incentive contribution through analyst monitoring might be

smaller. This first view suggests that monitoring by security analysts serves as an indepen-

dent alternative – or a substitute – to traditional corporate governance.

The alternative view is that there is a complementarity between monitoring by analysts

and other governance mechanisms. For example, information produced and disseminated by

analysts might inform the board of directors leading to an improvement in their ability to

discipline management.

Distinguishing between these two hypotheses is the empirical question that we now pur-

sue. In our empirical framework, this amounts to testing to see whether the partial (positive)

effect of analyst coverage on financial reporting quality varies in the cross-section with firm-

level measures of corporate governance.

If the substitution hypothesis is true, this would be evidenced by a smaller partial effect
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of coverage on reporting quality among the well-governed firms. We would expect that well-

governed firms are less affected by the loss of coverage. Management of these firms has

already been incentivized to follow an optimal disclosure policy.

On the other hand, under the complementarity hypothesis, we would also expect to

see a deterioration in reporting quality among well-governed firms. Under this hypothesis,

analyst coverage and corporate governance at these firms are mutually reinforcing monitoring

devices. Therefore the loss of information produced by analysts will reduce the efficacy of

other governance devices, which will be reflected in a reduction of the quality of financial

reporting for both poorly- and well-governed firms.

To implement this test we use four firm-level measures of corporate governance: the

G-index, E-index, CEO-chairman duality, and dual-class share status. These variables are

defined and discussed in detail in Section 2.4. The governance measures that we employ are

generally only available for Standard & Poor’s 1500 companies, so our sample is reduced.16

To examine whether the treatment effect is different for “good” and “bad” governance

firms, respectively, we estimate a multiple treatment effects model variant of equation (1) in

which the treatment dummy is interacted with dummies indicating whether the firms is well

or poorly governed:

FRQi = α + β1POSTi + β2TREATEDi (8)

+ β3POSTi × TREATEDi ×BADi + β4POSTi × TREATEDi ×GOODi

+ γ′Xi + εi,

where BAD (GOOD) is a dummy variable equal to one if a given firm-year treated

observation is classified as “poorly” (“well”) governed (in the year prior to treatment), where

16As can be seen from Table 2, we are losing mostly control firms. In unreported results, we verify that
the estimated average treatment effect is virtually indistinguishable from that obtained using the full sample,
as in Table 3.
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the classification is defined below.

The results of our tests are shown in Table 4. For all four governance measures, we find

evidence consistent with the substitution hypothesis.

We first consider the G-index. This measure aggregates 24 anti-takeover provisions

(see Gompers et al., 2003). We classify treatment firm-year observations as well governed

(GOOD = 1 and BAD = 0) if the observation falls below the treated sample median (i.e.,

9) in the period prior to the merger event. The other treated firm observations are classified

as poorly governed and the dummy variables are defined accordingly. Recall a higher value

of the G-index corresponds to weaker shareholder rights and more entrenched management.

As column 1 shows, the estimated marginal effect of analyst coverage on financial report-

ing quality for firms with weak governance is positive and significant. The DiD coefficient

is larger in magnitude (β3 = 0.043) than the corresponding average treatment effect (ATE)

for the full sample (see Table 3, column 5) and significant at the the 1% level. On the other

hand, the estimated treatment effect is small in magnitude and indistinguishable from zero

in the case of well governed treated firms.17 The loss of coverage does not lead to an adjust-

ment in disclosure behavior among the well-governed subset of treated firms. This evidence

supports the substitution hypothesis.

In column 2 we examine an alternative proxy for managerial entrenchment, the E-index

of Bebchuk et al. (2009). This measure focuses on 6 of the 24 IRRC anti-takeover provisions

shown to drive the correlation between governance and firm value. As before, we classify

treated firm-years as well governed if the E-index in the year prior to the relevant merger

event is below the median and as poorly governed otherwise. We find an almost identical

result to the G-index (β3 = 0.040, t = 2.897) with the statistical significance of the DiD

17For robustness, we redefine our comparison groups to be the top and bottom quartiles of the G-index
distribution. We exclude treated firms in the middle two quartiles of the G-Index distribution, assuming
these observations only differ by a noise component. We then re-estimate Equation (8) and find the point
estimate on the poorly governed group (β3) increases in magnitude and remains significant at the 1% level.
The same adjustment of our approach for the analyst coverage split in Table 3 also yields stronger results.
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coefficients on the same order of magnitude.

Next, in column 3, we consider CEO-chairman duality as another governance proxy. If

a company has a CEO-chairman duality, then the CEO also serves as the chairman of the

board of directors. We find a qualitatively similar result that the partial effect of analyst

coverage on disclosure is stronger for firms where the CEO also plays the role of chairman.

The estimated treatment effect on coverage on reporting is positive, statistically significant,

and only present for treated firm-years with the CC−DUAL dummy equal to one, consistent

with our findings so far.

Finally, we examine whether firms that adopt a dual-class share structure respond differ-

ently to the loss of coverage. Firms with a dual-class share structure have multiple classes

of shares with different voting rights. Typically, there is a class of shares retained by man-

agement (or founders) with superior voting rights (e.g., ten votes per share). As argued in

Gompers et al. (2010), management of firms with a dual-class share structure are subject to

less scrutiny from shareholders.

The results are presented in column 4, which displays the average treatment effect of

the coverage shock on financial reporting quality for firms with (DUAL = 1) and without

(DUAL = 0) a dual-class share structure. First, note that the dual-class firms’ reporting

quality responds sharply to the loss of coverage. This is true in terms of economic magnitude,

but not for statistical significance. This is due to the small number of firm-year observations

with a dual-class share structure in our sample. Encouragingly, the estimated treatment

effect for dual-class firms is on the same order of magnitude as the corresponding treatment

effects in columns 1 through 3 and the treatment effect for single-class share structure firms

is close to zero in magnitude. The difference in treatment effects between the well and poorly

governed firms (0.031 versus 0.007) suggests that the marginal value of analyst coverage is

particularly high among firms adopting this rather “extreme” form of (weak) governance.

To summarize the results of this Section, we find that the marginal value of analyst
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coverage is higher in the presence of weak shareholder rights (i.e., if the manager is more

entrenched). Among the set of well-governed firms we observe a smaller (and often no)

adjustment in reporting behavior immediately following the exogenous coverage shock. Our

interpretation is that management’s disclosure behavior is already close to optimal in the

presence of these alternative governance mechanisms. Thus, consistent with the substitution

hypothesis, scrutiny by analysts plays no role in disciplining managerial misreporting.

3.3. Dynamic effects of mergers

In this section, we expand our results in Table 3 by estimating the effect of the bro-

kerage house mergers on coverage and financial reporting quality for the treatment sample

up to three years ahead. This allows us to investigate whether the mergers had a perma-

nent or transitory impact on the analyst coverage and reporting behavior of treated firms.

Additionally, we can assess the validity of the parallel trends assumption required for our

differences-in-differences approach in Section 3.5.4.

We examine the event window allowing the post-event window to extend one, two, and

three periods after the merger. We re-estimate our baseline regression model, equation (1),

but now assessing the mean change in coverage and financial reporting quality between

treated and control samples using these longer post-event windows. We employ the most

restrictive regression specification, using merger, industry and firm fixed effects.

Table 5 shows the results. Panel A displays the dynamic effects of the mergers on

coverage and Panel B the effects on financial reporting quality. The first column in each

Panel replicates the baseline result in Table 3. These results show that in the year around the

merger treated firms lose approximately one analyst and experience a coincident deterioration

in financial reporting quality, on average, relative to control firms.18

18Note that the discrepancy in the POST × TREATED coefficient estimate for the coverage regression
is due the inclusion of these additional fixed effects. We include these fixed effects here (and not in Table
3 for compactness in the previous Table. The 95% confidence interval for this estimated treatment effect
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Next, we expand the post event window. We find that for the two years following the

merger, on average, these effects persist in terms of magnitude and statistical significance.

The average treatment effect in the FRQ regression decreases slightly from 0.025 to 0.022

when we consider a two year post event window. With a three year post event window, the

magnitude of the FRQ treatment effect declines slightly again to 0.018. The effect of the

merger on coverage does not reverse two or three years out.

Taken together, these results indicate that there are no post-trends in the data and the

effect of the merger on coverage is permanent for three years ahead. This finding mirrors

Hong and Kacperczyk (2010), which also documents a permanent effect on coverage for these

merger events. Consistent with a monitoring mechanism we document a permanent impact

on FRQ, although our estimated effect attenuates slightly by the end of year t+3. However,

as with every event study, we are cautious when interpreting these results as this longer

post-event window may incorporate information that is not relevant for the mergers under

consideration.

3.4. Does access to market finance matter?

This Section investigates if the reporting behavior of firms experiencing the coverage

shock varies with their need to access external finance.

When firms lose coverage they experience an increase in information asymmetry, loss of

market value, and increase in cost of equity capital (Kelly and Ljungqvist, 2012). This leads

to a reduction in external financing and investment, especially for firms that are financially

constrained (e.g., Derrien and Kecskes, 2012). If the costs associated with the loss of coverage

is sufficiently large, we might reasonably expect to see firms manage the shock to information

asymmetry by improving the quality of financial reporting. Better reporting by management

may act as a partial substitute to this loss of information or act to attract additional coverage

includes, most importantly, -1 and also the previous estimate.
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(as in Anantharaman and Zhang, 2012). Naturally, we would expect offsetting efforts by

management to be concentrated among firms that are actively seeking external funding,

especially for equity-dependent firms that wish to actively signal their quality (Lang and

Lundholm, 2000; Myers and Majluf, 1984).

To investigate this hypothesis we examine the cross-section of firms. We conduct two

tests to see if the treatment effect – the estimated positive coefficient – of analyst coverage

on financial reporting quality is attenuated for firms with a need for external financing.

First, we consider firm growth. Growing firms may have a greater need to tap capital

markets in the future. For these firms, the information production and dissemination role

of analysts – improving stock price efficiency and promoting investor recognition – is vital.

Thus, these managers may be more likely to compensate for the loss of coverage with better

quality disclosure.19

We proxy firm growth with sales growth. We partition our treatment sample into two sub-

samples based on median sales growth (“High” versus “Low”). We present these results in

the columns 1 and 2 of Table 6. The estimated treatment effect indicates that the decrease

in financial reporting quality is concentrated among with lower sales growth. The point

estimate for this sub-group is positive and statistically significant. For firms with high sales

growth, the estimated treatment effect is not statistically distinguishable from zero. This

finding is consistent with low growth firms – those firms less likely to rely on external funding

– reducing the transparency of their reporting following the coverage shock, but the high

growth firms did not. This suggests that, for growth firms, the information-related costs of

management reducing disclosure exceed the benefits.

Next we examine equity issuers. Firms with greater dependence on the public equity

market for capital are most likely to suffer from the loss information production and moni-

19Anantharaman and Zhang (2012) show that these firms are more likely to provide public financial
guidance in response to a loss of coverage in a standard OLS framework that does not address the endogeneity
of coverage.
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toring associated with coverage. Consequently, we expect the reduction in financial reporting

quality to be concentrated among non-equity issuers.

We classify firms as equity issuers following Fama and French (2008). We compute net

equity issues as the ratio of split-adjusted shares that are outstanding at the end of fiscal

year t−1 to the split-adjusted shares that are outstanding at the end of fiscal year t−2. We

classify firms with a net equity issuance value of equal or greater to one as net equity issuers.

We present these results in columns 3 and 4 of of Table 6. Consistent with external financing

playing a role, we observe that firms that non-equity issuers reduce the quality of reporting

following the coverage shock. We do not observe any such behavior among equity-issuers.20

Overall, our results indicate that access to market finance does matter. Our evidence

supports the hypothesis that quality of financial reporting at firms with a greater dependence

on external funding does not deteriorate following the loss of coverage. These results indicate

that in addition to good corporate governance providing an effective substitute for analyst

coverage (as a monitoring mechanism), the need to tap capital markets also disciplines

management and preserves incentives for high-quality financial reporting.

3.5. Robustness of average treatment effect

This Section conducts a number of tests to confirm the validity of our experiment and

the robustness of our estimated average treatment effect in Section 3.1.

3.5.1. Control variables in baseline regression

Estimates from our baseline regression model (see Table 3) are unbiased provided the

change in the mean financial reporting quality of the treatment sample across the merger

date is not due to any other factor other than the merger leading to a loss of analyst coverage

20We also find a similar pattern when we consider net cash from external financing activities (sale of
common and preferred stock less cash dividends paid or from debt issuance/repayment) based on statement
of cash flows data (as in Bradshaw et al., 2006).
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of these stocks. This is the exogeneity assumption of the natural experiment. We believe

the coverage shocks are plausibly exogenous, as the merger related departures of analysts is

likely due to redundancy or culture clash. That being said, two potential concerns remain,

the first of which is addressed here and the second in the next Subsection.

The first concern is that our estimated partial effect may be capturing systematic differ-

ences in characteristics between the treatment and control groups. To tackle this issue we

now augment our baseline regression with control variables, including size and performance

which are known to vary systematically with the use of discretionary accruals. Our panel ap-

proach easily allows us to control for other potential sources of systematic differences across

firms that are not picked up by fixed effects (i.e., time-varying firm-specific observables that

correlate with financial reporting). To this end, we estimate equation (1) including the

potential sources of heterogeneity defined in Section 2.5.

The results shown in Table 7 indicate that our baseline estimate of the effect of coverage

on financial reporting is robust to controlling for a large set of time-varying observables.

Both the impact of the mergers on coverage (column 1) and the magnitude and statistical

significance of the estimated treatment effect are robust. If anything, the accuracy of our

estimates improves.

The inclusion of additional covariates has a negligible effect on the estimated treatment

effect, which is strong evidence that our coverage shock is exogenous and resulting adjustment

in reporting behavior is not a result of omitted variables bias.

3.5.2. Difference-in-differences matching estimator

Another potential concern is that if treatment and control firms differ along observable

dimensions then they are likely to differ along unobservable dimensions. If this is the case,

including control variables in a linear regression framework might not adequately control for

unobservable heterogeneity between treatment and control samples, especially if there exist
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non-linearities in the data (e.g., Roberts and Whited, 2012).

To address this concern, we now implement a difference-in-differences matching estimator.

We construct a control sample of firms that are matched to the treated firms along a set of

relevant, observable characteristics measured in the year prior to merger. We first match on

size, then size and performance, and then size, performance, and financial reporting quality,

and finally we incorporate all remaining covariates.

We focus specifically on these three covariates for three reasons. First, the mergers in

our sample involve large brokerage houses that tend to cover big stocks. Second, size and

performance are known to vary systematically with the use of discretionary accruals. Third,

we additionally match on the level of FRQ to address the potential concern that all firms

(i.e., both treated and control) with better than average reporting quality are experiencing

a deterioration FRQ. This concern is relevant as, in the year prior to merger, the treatment

sample has on average better quality financial reporting (lower FRQ) relative to the control

sample (see Table 2).

We adopt a nearest-neighbor propensity score matching scheme, originally developed

by Rosenbaum and Rubin (1983) and often used in our context (e.g., Balakrishnan et al.,

2012; He and Tian, 2012). In a first step, we run a logit regression of an indicator variable

that equals one if a particular firm-year is classified as treated (and zero otherwise) on our

matching variables. This regression is estimated using a panel of 1,088 treatment and 18,604

candidate control pre-merger firm-years, which is the sample containing all control variables

(see Appendix B). The estimated coefficients are used to predict probabilities of treatment

(propensity scores), which are then used to perform a nearest neighbor match. We perform

the propensity score match with replacement using a standard tolerance (0.005 caliper) and

allowing for up to three unique matches per treated firm.21

21Since the number of candidate control firms exceeds the number of treated firms, we use multiple
matches to improve the accuracy of our estimates.
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Table 8 displays the results. Panel A shows the summary statistics for the treatment

and (matched) control samples. The number of successful matches drops due a lack of eligi-

ble control firms as we include more covariates into the matching scheme. These summary

statistics indicate that we achieve covariate balance among treatment and control samples

along the dimensions we match on. Panel B shows the effect of the brokerage house mergers

on coverage, verifying that the merger shock continues to have a meaningful impact on cov-

erage using our matched sample. Panel C shows the matching estimator yields very similar

estimates of the average treatment effect, in terms of economic and statistical significance.

The results in Panels B and C hold, regardless of the set of matching covariates.22

Overall, these results indicate that the our baseline results are not driven by cross-

sectional heterogeneity between treatment and control groups. In particular, we show that

differences in size and performance between treatment and control samples do not drive our

results. Additionally matching on FRQ directly addresses the concern that treated firms

have high quality absolute discretionary accruals and all such firms in the sample (i.e., both

treated and control) follow a similar pattern of decline. Indeed, we find such a pattern

of decline only among treated firms and only after the coverage shock takes place. Our

estimates remain very similar in magnitude and statistical significance when we match on

all covariates, which provides further evidence that the natural experiment is working.

3.5.3. Alternative measures of financial reporting quality

Next, we verify that our results are robust to several alternative measures of financial

reporting quality (FRQ). These results are presented in Table 9.

The first alternative measure is the Fog index (FOG), which was first introduced to

22When matching on all covariates, the difference in initial analyst coverage is statistically significant.
However, this difference is small in economic terms. Thus, we believe it is unlikely that the estimates are
confounded by an omitted variable that is correlated with this difference in the levels of initial coverage
between treated and control firms. The stability of our matching estimates, and additional evidence on the
validity of the parallel trends assumption (see Section 3.5.4 below) and controlling for coverage in the linear
framework support this claim.
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academic finance and accounting research by Li (2008). The construction of these variables

is described in detail in Section 2.3. The Fog index can be interpreted as the number of

years that a reader has to be of age to understand a certain text after a single reading. The

higher the Fog index, the more complicated the text is to understand. In our setting, a

higher Fog index would indicate a more convoluted annual report (a decrease in financial

reporting quality) and a lower Fog index would indicate a more succinct annual report (an

increase in quality). The second measure we use is the number of words in the annual report.

The common interpretation is that a longer report is harder to read and corresponds to less

effective communication by management. In our context, a higher number of words indicates

a decrease in financial reporting quality and a lower number of words indicates an increase

in financial reporting quality.

Following Sloan (1996), we also use three additional non-regression based measures, which

we broadly term as current accruals (CA). Each of these measures use accounting data, but

do not rely on a regression framework to calculate abnormal accruals. In both cases, a higher

number for the measure indicates more accruals and thus lower financial reporting quality.

For brevity, we report only the estimated ATE, β3, obtained from estimating equation

(1) for each of these alternative measures of financial reporting quality. They show that our

main finding presented earlier is robust across these different measures. Following a decrease

in analyst coverage, companies’ annual reports require a reader to be older to understand it

(higher FOG) and companies’ annual reports are longer (higher NWORDS). Additionally,

for each of the current accruals measures, firms’ total accruals increase, indicating a bigger

wedge between a firm’s cash flows and earnings, making it harder for an investor to discern

true performance. We thus corroborate our main result that companies report accounting

numbers of lower quality following an exogenous loss of coverage.
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3.5.4. Validity of natural experiment

The validity of our DiD approach hinges on the parallel trend assumption. This requires

that treated and control firms have similar financial reporting behavior prior to the merger.

We confirm the validity of our empirical design by conducting a falsification analysis and

also revisiting the results on dynamics from Section 3.3.

Table 10 presents these results. We repeat our analysis from Table 3, but mechanically

shift each event date by a year forward (Panel A) or backward (Panel B). For instance, for

Merger 1, we shift the event one year forward to 12/31/1993 in Panel A of Table 10 and a

year later to 12/31/1995 in Panel B. If our result that firms react to the exogenous loss of

coverage holds (and their behavior is not simply the result of an overall trend), we would

expect to find insignificant estimated ATE coefficients in both of these exercises.

The results presented in both panels of Table 10 confirm this interpretation. Regardless

of specification and regardless of whether we artificially shift the merger event dates by

one year forward or one year backward, we find insignificant estimated ATEs across all

specifications. This indicates that the deterioration in financial reporting quality among the

treatment sample takes place only around our event dates.

Table 5 examines the dynamic effects of the merger and provides additional evidence

consistent with this interpretation. In particular, by extending the post event window to

two and three years after the event date two patterns emerge. First, the effect of the merger

on coverage and FRQ for the treatment sample last for three years. Second, these effects

occur only around the year of the merger, i.e., there is no post trend.

Collectively this evidence supports the parallel trends assumption by showing that the

deterioration in reporting quality for the treated sample is not due to some trend either in

the pre- or the post-period. Thus, we directly address the concern that there may be some

reversion to the mean among treated firms, since we believe it is unlikely that mean reversion

would happen only in the year of the merger and not in the years before or after.
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In our next robustness test, we address the concern that our results may be driven

by time series event coincident with one merger and the group of firms “treated” in that

merger. In our baseline specification, we pool together all 13 mergers and run a single cross-

sectional regression. As we have shown in Table 1, the number of treated firms is different

across mergers. This might lead to a concern that our results are driven by one of the

bigger mergers, i.e., one event only. To mitigate this concern, we re-estimate our baseline

specification for each individual merger.

These results are presented in Table 11. We report the estimated ATE coefficient only.

As can be seen from the coefficients, the majority of stand-alone mergers have a positive DiD

coefficient, which is statistically significant in four cases (mergers 1, 9, 10 and 12). Three

mergers have a negative estimated coefficient, which is significant in one case (merger 7).

The fact that most mergers on their own have a positive coefficient goes some way towards

mitigating concerns that a single merger is driving our results. To further alleviate this

concern, we re-run the analysis and exclude all mergers that have a significantly positive

DiD coefficient when estimated individually. The result of this specification is presented in

the last line in Table 11. When we exclude these mergers (i.e., mergers 1, 9, 10, and 12),

the estimated ATE is still positive and statistically significant (β3 = 0.026, t = 2.17). The

magnitude and significance of the estimated coefficient is quantitatively very similar to our

baseline result. This demonstrates that our main result presented earlier is not driven by a

small number of mergers or one big merger.

Our empirical strategy has the requirement that treated firms must be covered by both

merging brokerage houses in the year prior to merger. In a final test, we consider an alter-

native definition of the treatment indicator. We re-examine our baseline results by focusing

on stocks that are covered by only one of the merging brokerage houses (but not both) in

the year prior to the merger. Using this alternative definition of the treatment indicator,23

23We exclude firms covered by both merging houses from the sample.
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in unreported results, we do not find that these treated stocks experience a meaningful loss

of coverage nor adjustment in FRQ following the merger. The point estimate of the ef-

fect of the mergers on treated firms’ coverage is -0.070 (not statistically significant) and the

estimated effect on FRQ is also negligible.24,25

3.6. Results from OLS estimation

We conclude our empirical analysis by estimating pooled OLS regressions of our measure

of financial reporting quality, FRQ, on analyst coverage and the set of control variables

detailed in Section 2.5. Specifically, we estimate

FRQit = αt + αj + αi + βCOV ERAGEit + γ′Xit + εit, (9)

where, depending on the specification we use, we also include year fixed effects (αt), two-

digit SIC industry fixed effects (αj), and firm fixed effects (αi). To be comparable with the

results from our natural experiment, we restrict our sample to the time period from 1992

until 2005.

The OLS regression results are presented in Table 12.26 We present the results without

any fixed effects, and then gradually introduce time fixed effects, industry fixed effects, and

firm fixed effects. The coefficient on COV ERAGE is very small and ranges from 0.0004 to

0.0016, an order of magnitude lower than the estimates from our experiment. To further

compare with our experimental evidence, these estimates indicate that a unit drop in stock-

24Hong and Kacperczyk (2010) report similar results,
25This finding presents an opportunity to examine the quality of our control group used in Table 3. We

redefine our control sample to be the set of stocks covered by only one of the two merging brokerage houses.
Using this alternative control group does not change the nature of our results. These results are unreported
and available upon request.

26We note that the sample of the regressions estimated in Table 12 is smaller than the sample of the
regressions estimated in Table 7. This is due to the fact that in the sample used in Table 12, every firm-year
appears once. In Table 7, however, a particular firm-year can enter the sample multiple times, e.g. when a
firm-year acts as a control firm-year for multiple mergers occurring close to each other.
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level coverage is associated with higher abnormal accruals and thus lower financial reporting

quality. However, our results also reveal that this effect is small in magnitude and the

precision of these estimates depends on the fixed effects specification we use.

As we have previously discussed, these OLS results are hard to interpret due to the

endogenous relationship between analyst coverage and financial reporting quality. This

methodology treats both exogenous (e.g., due to brokerage house mergers) and endoge-

nous changes in analyst coverage uniformly. In contrast, the experimental design we adopt

zones in on a specific – although pervasive in both the cross-section and time-series – set of

exogenous reductions in coverage. We use these events to identify an economically meaning-

ful and statistically significant effect, which is stable across a number of specifications and

survives numerous robust tests.

4. Conclusion

We examine how changes in analyst coverage affect the quality of financial information

generated and provided by the firm. We use a sample of 13 U.S. brokerage house mergers

with overlapping coverage universes occurring between 1994 and 2005 as a source of exoge-

nous variation in monitoring and information production about a firm. We demonstrate

that merging houses with overlapping coverage reduce securities analyst coverage in the year

following the merger. Using this variation, we attempt to isolate the causal impact of a

reduction in coverage on firms’ financial reporting quality. Using a difference-in-differences

methodology, we demonstrate that treated firms increase the use of abnormal accruals in

their accounting statements in the year following the merger. Cross-sectional analysis in-

dicates that this effect is concentrated among firms with low initial coverage, firms with

weak shareholder rights (consistent with a substitution effect between governance and ana-

lyst coverage), and firms that are least likely to access equity markets. We also document
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that the results of simple OLS regressions that do not take into account the potential en-

dogenous relation between coverage and disclosure yield economically small and statistically

insignificant results that are unstable with respect to the regression specification employed.

Our findings shed light on the interaction between corporate governance, financial con-

straints, and corporate information disclosure policy. The behavior on the part of growth

firms and equity issuers is consistent with recent evidence presented by Derrien and Kecskes

(2012), who show that following a loss of coverage such firms lose access to external finance

and as a consequence reduce investment. Our findings suggest that while such firms improve

the quality of the financial reporting, they are unable to fully offset the loss of information.

On the other hand, among poorly governed firms, the reduction financial reporting quality is

consistent with managerial mis-reporting as in Kedia and Philippon (2009). In their model,

these firms losing monitors may be interpreted as a reduction in the probability of detecting

managerial misbehavior by external monitors, which ultimately leads to excessive investment

and hiring by unproductive firms.

Investigating the interaction between corporate governance and disclosure and the impli-

cations for the real economy remains an exciting area for future research.
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Table 1

Descriptive Statistics for Mergers

This table reports details of the merger events considered in this paper. This details were compiled

from I/B/E/S following Hong and Kacperczyk (2010), as described in the text. The names and

dates of the merging brokerage houses are included. For each merger, the brokerage house in the

top row is the acquiring house and the brokerage house in the bottom row is the target. The table

breaks out the number of stocks that were covered by both the merging brokerage houses and the

overlap in coverage prior to the merger. These stocks make up our treatment sample and are the

focus of this paper. The percentage of overlapping coverage retained is also included. This refers

to the percentage of overlapping stocks that continue (i.e., in the year following the merger) to be

covered by analysts at the bidder and by (retained) analysts at the target. Career outcomes for

the analysts employed at the acquiring and target houses are also provided, including the number

and percentage of analysts from the acquiring and target houses retained at the merged entity.

Brokerage House IBES Merger Stock Coverage Analyst Outcomes

Identifier Date # Overlap %Overlap Pre Post %Retained

Retained

Paine Webber 189 12/31/1994 816 257 63.3 52 43 82.7
Kidder Peabody 150 722 20.2 57 10 17.4

Morgan Stanley 192 5/31/1997 1,081 283 83.1 89 78 87.6
Dean Witter Reynolds 232 553 12.4 39 6 15.4

Smith Barney (Travelers) 254 11/28/1997 1367 422 64.3 108 81 75.0
Salomon Brothers 242 936 41.4 91 47 51.6

EVEREN Capital 829 1/9/1998 249 17 71.4 32 23 71.9
Principal Financial Securities 495 212 0.0 19 2 10.5

DA Davidson & Co 79 2/17/1998 108 13 52.9 7 5 71.4
Jensen Securities 932 73 93.8 5 5 100.0

Dain Rauscher 76 4/6/1998 459 37 29.2 50 31 62.0
Wessels Arnold & Henderson 280 201 45.3 17 11 64.7

First Union 282 10/1/1999 417 30 57.5 39 30 76.9
EVEREN Capital 829 277 17.9 37 13 35.1

Paine Webber 189 6/12/2000 758 28 62.9 62 49 79.0
JC Bradford 34 229 0.0 23 0 0.0

Credit Suisse First Boston 100 10/15/2000 1,359 452 51.5 141 113 80.1
Donaldson Lufkin and Jenrette 86 1,021 21.5 98 25 25.5

UBS Warburg Dillon Read 85 12/10/2000 936 296 49.1 121 91 75.2
Paine Webber 189 730 49.0 67 39 58.2

JP Morgan 873 12/31/2000 721 88 51.8 92 67 69.6
Chase Manhattan 125 598 41.9 50 35 70.0

Fahnestock 98 9/18/2001 161 7 87.5 19 12 63.2
Josephthal Lyon & Ross 933 121 0.0 14 0 0.0

Janney Montgomery Scott 142 3/22/2005 165 8 90.0 14 13 92.9
Parker/Hunter 860 64 10.0 5 3 60.0
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Table 5

Dynamic Effect of Mergers on Coverage and FRQ

This table reports results from the estimating the panel regression in Equation 1 extending the

post-merger window from one year to two and three years. Accordingly, the one, two, and three

period ahead values of COV ERAGE and FRQ are used as the dependent variable in Panel A and

B, respectively. POST is a variable that is equal to one for the post-merger period and zero for

the pre-merger period. For each merger, we construct an indicator variable (TREATED) which is

equal to one for each stock covered by both merging brokerage houses (treatment sample) and zero

otherwise. FRQ is trimmed at the 95% level. The regressions include two-digit SIC industry fixed-

effects, merger fixed effects, and firm fixed effects. t-values (in parentheses) are robust to clustering

at the firm level. ***, **, * denotes 1%, 5%, and 10% statistical significance. All variables are

defined in Appendix A.

Panel A: Dynamic effect on analyst coverage

COV ERAGE−1,+1 COV ERAGE−1,+2 COV ERAGE−1,+3

POST 0.204*** -0.027 -0.170***
(8.40) (-0.79) (-4.34)

TREATED 2.369*** 2.595*** 2.626***
(12.76) (13.32) (13.70)

POST × TREATED -0.870*** -0.994*** -1.041***
(-5.73) (-6.18) (-5.57)

Merger Fixed Effects Yes Yes Yes
Industry Fixed Effects Yes Yes Yes
Firm Fixed Effects Yes Yes Yes

Number of Observations 93,005 86,242 81,383
R-squared 0.834 0.851 0.851

Panel B: Dynamic effect on financial reporting quality

FRQ−1,+1 FRQ−1,+2 FRQ−1,+3

POST 0.002 -0.002 0.001
(-0.12) (-0.74) (0.45)

TREATED -0.005 -0.001 -0.007
(-0.765) (-0.14) (-1.10)

POST × TREATED 0.025** 0.022** 0.018**
(2.126) (2.53) (2.26)

Merger Fixed Effects Yes Yes Yes
Industry Fixed Effects Yes Yes Yes
Firm Fixed Effects Yes Yes Yes

Number of Observations 93,005 86,242 81,383
R-squared 0.419 0.429 0.381



Table 6

Does Access to Market Finance Matter?

This table reports results from the estimation of Equation 1, with the sample split according

to market financing characteristics of treated firms. For each of the two variables according to

which we split our sample, we run our baseline specification for two sub-samples. In the first

two columns, the two sub-samples each include all control firm-years plus the treated firm-years

that have a higher sales growth (first column) or the treated firm-years that have a lower sales

growth (second column) than the median treated firm-year. In columns three and four, the two

sub-samples each include all control firm-years plus the treated firm-years that are classified as a

net equity issuer (third column) or the treated firm-years that are not classified as a net equity

issuer (fourth column). POST is a variable that is equal to one for the post-merger period and

zero for the pre-merger period. For each merger, we construct an indicator variable (TREATED)

which is equal to one for each stock covered by both merging brokerage houses (treatment

sample) and zero otherwise. Regressions include two-digit SIC industry fixed-effects, merger fixed

effects, and firm fixed effects. t-values (in parentheses) are robust to clustering at the firm level.

***, **, * denotes 1%, 5%, and 10% statistical significance. All variables are defined in Appendix A.

Sales Growth Equity Issuer?

FRQ High Low Yes No

POST 0.002 0.001 0.001 0.002
(0.793) (0.807) (0.728) (0.732)

TREATED 0.005 -0.020** 0.006 -0.029***
(0.592) (-2.530) (0.875) (-3.375)

POST × TREATED 0.011 0.042*** 0.010 0.016***
(0.817) (3.105) (0.857) (3.698)

Merger Fixed Effects Yes Yes Yes Yes
Industry Fixed Effects Yes Yes Yes Yes
Firm Fixed Effects Yes Yes Yes Yes

Number of Observations 91,870 91,870 92,329 92,329
R-squared 0.420 0.420 0.421 0.422
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Table 7

Robustness: Average Treatment Effect with Control Variables

This table reports results from the estimation of the pooled panel regression in Equation 1

with additional control variables. For each merger, we consider a one-year window prior to the

merger (pre-merger window) and a one-year window after the merger (post-merger window).

The dependent variable is either COV ERAGE or FRQ. FRQ is trimmed at the 95% level.

POST is a variable that is equal to one for the post-merger period and zero for the pre-merger

period. For each merger, we construct an indicator variable (TREATED) which is equal to

one for each stock covered by both merging brokerage houses (treatment sample) and zero

otherwise. If indicated, the regressions include two-digit SIC industry fixed-effects, merger fixed

effects, or firm fixed effects. t-values (in parentheses) are robust to clustering at the firm level.

***, **, * denotes 1%, 5%, and 10% statistical significance. All variables are defined in Appendix A.

COV ERAGE FRQ FRQ FRQ FRQ

POST 0.097 0.004 0.012* 0.014* 0.016**
(0.163) (0.667) (2.073) (1.889) (2.451)

TREATED 6.008*** -0.019** -0.013* -0.009 -0.008**
(11.860) (-2.497) (-1.960) (-1.639) (-2.229)

POST × TREATED -1.171** 0.030*** 0.025*** 0.023** 0.023**
(-2.205) (3.818) (3.204) (2.764) (2.940)

LNSIZE 4.033*** 0.004* -0.003 -0.002 0.009**
(40.652) (2.022) (-1.248) (-0.900) (2.345)

RETANN 3.667*** -0.106*** -0.109*** -0.146*** -0.085**
(4.243) (-3.260) (-3.448) (-5.079) (-2.660)

LNBM 1.322*** -0.018*** -0.023*** -0.008** -0.010***
(12.284) (-6.914) (-8.820) (-2.851) (-3.333)

SIGMA 4.691*** 0.189*** 0.157*** 0.092*** 0.049**
(4.472) (16.516) (13.823) (9.757) (2.730)

V OLROE 0.018** 0.000 0.000 0.000 -0.004
(2.956) (1.338) (1.074) (1.414) (-0.066)

COV ERAGE 0.000 0.001* 0.001** 0.000
(0.714) (1.959) (2.661) (0.706)

Merger Fixed Effects No No Yes Yes Yes
Industry Fixed Effects No No No Yes Yes
Firm Fixed Effects No No No No Yes

Number of Observations 39,384 39,384 39,384 39,384 39,384
R-squared 0.552 0.106 0.118 0.196 0.497



Table 8

Robustness: Difference-in-Differences Matching Estimator

This table reports summary statistics and results of using a difference-in-differences matching esti-

mator. The treatment sample consists of all stocks covered by two merging brokerage houses around

the one-year merger window with valid matching variables. The control sample is the remainder of

the Compustat universe with valid matching variables. Treated firms are matched using a nearest-

neighbor logit propensity score match using a 0.005 caliper and matching up to three control firms.

Panel A shows summary statistics for the treatment and matched control samples in the year prior

to merger. N and M represent the number of treatment and matched control firms, respectively.

Panel B estimates the effect of the brokerage house mergers on coverage for the matched sample.

Panel C estimates the effect of the brokerage house mergers on FRQ. FRQ is trimmed at the 95%

level and t-values (in parentheses) are robust to clustering at the firm-level. ***, **, * denotes 1%,

5%, and 10% statistical significance. All variables are defined in Appendix A.

Panel A: Summary Statistics for Matched Samples

Variable Treated Firms Matched Control Firms Difference

Mean Std. Med. Mean Std. Med. in Means t-stat.

i) Matching on LNSIZE (N = 999; M = 2,978)

FRQ 0.169 0.608 0.045 0.199 0.607 0.052 -0.030 (-1.35)
LNSIZE 8.590 1.535 8.546 8.571 1.517 8.528 0.196 (0.35)
RETANN 0.009 0.036 0.012 0.009 0.037 0.010 0.001 (0.40)
COV ERAGE 24.44 10.39 23 20.00 10.29 19 4.491*** (11.82)
LNBM -1.111 0.927 -0.993 -1.276 0.887 -1.210 0.164*** (4.87)
SIGMA 0.427 0.227 0.379 0.453 0.231 0.406 -0.026*** (-3.13)
V OLROE 0.406 1.864 0.102 0.508 2.442 0.103 -0.103 (-1.38)

ii) Matching on LNSIZE/RETANN (N = 999; M = 2,973)

FRQ 0.170 0.608 0.045 0.187 0.533 0.055 0.016 (0.79)
LNSIZE 8.603 1.551 8.548 8.582 1.532 8.541 0.217 (0.38)
RETANN 0.009 0.036 0.012 0.010 0.038 0.011 -0.001 (-0.50)
COV ERAGE 24.49 10.40 23 19.915 10.131 19 4.571*** (12.10)
LNBM -1.115 0.928 -0.997 -1.270 0.872 -1.199 0.154*** (4.60)
SIGMA 0.427 0.227 0.381 0.465 0.231 0.418 -0.038*** (-4.55)
V OLROE 0.405 1.862 0.102 0.440 1.934 0.098 -0.035 (-0.51)

iii) Matching on LNSIZE/RETANN/FRQ (N = 996; M = 2,971)

FRQ 0.169 0.608 0.045 0.168 0.431 0.056 0.001 (0.04)
LNSIZE 8.590 1.535 8.546 8.577 1.526 8.530 0.013 (0.25)
RETANN 0.009 0.036 0.012 0.010 0.042 0.011 -0.001 (-0.52)
COV ERAGE 24.44 10.39 23 20.089 10.280 19 4.354*** (11.48)
LNBM -1.111 0.927 -0.993 -1.262 0.873 -1.175 0.151*** (4.48)
SIGMA 0.427 0.227 0.379 0.453 0.218 0.416 -0.447*** (-3.14)
V OLROE 0.406 1.864 0.102 0.419 1.961 0.102 -0.0135 (-0.19)



Panel A (continued): Summary Statistics for Matched Samples

Variable Treated Firms Matched Control Firms Difference

Mean Std. Med. Mean Std. Med. in Means t-stat.

iv) Matching on all covariates (N = 944; M = 2,731)

FRQ 0.161 0.589 0.042 0.195 0.620 0.049 -0.034 (-1.51)
LNSIZE 8.610 1.553 8.550 8.638 1.562 8.666 -0.028 (0.48)
RETANN 0.010 0.035 0.012 0.010 0.036 0.011 0.000 (0.16)
COV ERAGE 24.047 10.018 23 21.097 10.402 20 2.95*** (-7.72)
LNBM -1.106 0.912 -0.997 -1.153 0.893 -1.070 0.048 (1.39)
SIGMA 0.423 0.226 0.375 0.436 0.215 0.390 -0.013 (-1.51)
V OLROE 0.365 1.836 0.097 0.275 0.997 0.093 0.089 (1.43)

Panel B: Change in COV ERAGE: DiD Matching Estimator

COV ERAGE

LNSIZE-Matched -1.023***
(Standard error) (0.089)

LNSIZE/RETANN -Matched -0.900***
(Standard error) (0.089)

LNSIZE/RETANN/FRQ-Matched -1.005***
(Standard error) (0.088)

LNSIZE/.../V OLROE-Matched -0.783***
(Standard error) (0.092)

Panel C: Change in FRQ: DiD Matching Estimator

FRQ

LNSIZE-Matched 0.042**
(Standard error) (0.018)

LNSIZE/RETANN -Matched 0.032**
(Standard error) (0.015)

LNSIZE/RETANN/FRQ-Matched 0.029*
(Standard error) (0.016)

LNSIZE/.../V OLROE-Matched 0.039*
(Standard error) (0.023)
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Table 9

Robustness: Alternative Measures for FRQ

This table reports results from the estimation of the pooled panel regression in Equation 1. For

brevity, we only report the estimated coefficient on the POST × TREATED interaction. The

dependent variables are listed in the first column and are alternative measures of FRQ. For

each merger, we consider a one-year window prior to merger (pre-merger window) and a one-year

window after the merger (post-merger window). POST is a variable that is equal to one for

the post-merger period and zero for the pre-merger period. For each merger, we construct an

indicator variable (TREATED) which is equal to one for each stock covered by both merging

brokerage houses (treatment sample) and zero otherwise. All regressions include two-digit SIC

industry fixed-effects, merger fixed effects, or firm fixed effects. t-values (in parentheses) are robust

to clustering at the firm level. ***, **, * denotes 1%, 5%, and 10% statistical significance. All

variables are defined in Appendix A.

Dependent Variable POST × TREATED t-value

FOG 0.204 2.78 **
NWORDS 2479.239 2.18 *
CA 0.005 3.07 ***
CA (Cash Flow) 0.004 2.25 **

CA (exc. Depr.) 0.006 2.90 ***

52



Table 10

Validity of the Natural Experiment: Placebo Regressions

This table reports results from the estimating the panel regression in Equation 1. The depen-

dent variable is FRQ. FRQ is trimmed at the 95% level. In Panel A, we shift the one-year

window prior/after the merger window by one year into the future. In Panel B, we shift the

one-year window prior/after the merger window by one year into the past. POST is a variable

that is equal to one for the (shifted) post-merger period and zero for the (shifted) pre-merger

period. For each merger, we construct an indicator variable (TREATED) which is equal to

one for each stock covered by both merging brokerage houses (treatment sample) and zero

otherwise. If indicated, the regressions include two-digit SIC industry fixed-effects, merger fixed

effects, or firm fixed effects. t-values (in parentheses) are robust to clustering at the firm level.

***, **, * denotes 1%, 5%, and 10% statistical significance. All variables are defined in Appendix A.

Panel A: Event date shifted one year forward

FRQ FRQ FRQ FRQ

POST 0.011*** 0.017*** 0.017*** 0.019***
(0.000) (0.000) (0.000) (0.000)

TREATED -0.055*** -0.038*** -0.003 0.010
(0.000) (0.000) (0.708) (0.197)

POST × TREATED -0.012 -0.015 -0.015 -0.017
(0.300) (0.208) (0.208) (0.171)

Merger Fixed Effects No Yes Yes Yes
Industry Fixed Effects No No Yes Yes
Firm Fixed Effects No No No Yes

Number of Observations 86,852 86,852 86,852 86,852
R-squared 0.001 0.027 0.200 0.389

Panel B: Event date shifted one year backward

FRQ FRQ FRQ FRQ

POST 0.032*** 0.035*** 0.035*** 0.030***
(0.000) (0.000) (0.000) (0.000)

TREATED -0.050*** -0.043*** -0.016*** -0.002
(0.000) (0.000) (0.004) (0.781)

POST × TREATED 0.002 -0.001 -0.007 -0.006
(0.825) (0.870) (0.341) (0.435)

Merger Fixed Effects No Yes Yes Yes
Industry Fixed Effects No No Yes Yes
Firm Fixed Effects No No No Yes

Number of Observations 89,027 89,027 89,027 89,027
R-squared 0.005 0.040 0.211 0.452



Table 11

Validity of the Natural Experiment: Inter-Merger Evidence

This table reports results from the estimation of the pooled panel regression in Equation 1

on a merger-by-merger basis. For each merger, we consider a one-year window prior to the

merger (pre-merger window) and a one-year window after the merger (post-merger window). The

dependent variable is FRQ. FRQ is trimmed at the 95% level. POST is a variable that is

equal to one for the post-merger period and zero for the pre-merger period. For each merger, we

construct an indicator variable (TREATED) which is equal to one for each stock covered by both

merging brokerage houses (treatment sample) and zero otherwise. All regressions for individual

mergers include two-digit SIC industry fixed-effects. The last regression includes two-digit SIC

industry fixed-effects, merger fixed effects, and firm fixed effects. t-values (in parentheses) are

robust to clustering at the firm level. ***, **, * denotes 1%, 5%, and 10% statistical significance.

All variables are defined in Appendix A.

Merger POST × TREATED t-value

1 0.016 1.98 *
2 0.014 1.09
3 0.002 0.20
4 -0.057 -1.33
5 0.049 0.57
6 -0.017 1.25
7 -0.104 -1.80 *
8 0.015 0.41
9 0.039 1.94 *
10 0.043 1.66 *
11 0.085 1.25
12 0.264 1.87 *
13 -0.164 -0.89
exc. 1, 9, 10, 12 0.026 2.17 **
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Table 12

Analyst Coverage and Financial Reporting: OLS Estimation

This table reports results from panel regressions of financial reporting quality on analyst coverage

and control variables that do not account for the endogeneity of analyst coverage. The dependent

variable is FRQ. FRQ is trimmed at the 95% level. If indicated, the regressions include two-digit

SIC industry fixed-effects, year fixed effects, or firm fixed effects. t-values (in parentheses)

are robust to clustering at the industry level. ***, **, * denotes 1%, 5%, and 10% statistical

significance. All variables are defined in Appendix A.

FRQ FRQ FRQ FRQ

COV ERAGE 0.0004 0.0016*** 0.0012** 0.0007
(0.583) (2.389) (2.813) (0.996)

LNSIZE 0.0042 -0.0095** -0.0092** -0.0106*
(0.994) (-2.001) (-3.418) (-1.814)

RETANN -0.0837 -0.1093** -0.1721*** -0.1387*
(-1.549) (-2.145) (-3.304) (-1.816)

LNBM -0.0206*** -0.0284*** -0.0124*** -0.0172**
(-4.108) (-6.041) (-3.614) (-2.416)

SIGMA 0.1815*** 0.1191*** 0.0355** -0.0138
(9.956) (3.835) (2.054) (-0.374)

V OLROE 0.0010*** 0.0008** 0.0009** 0.2831***
(2.709) (2.364) (2.297) (6.004)

Year Fixed Effects No Yes Yes Yes
Industry Fixed Effects No No Yes Yes
Firm Fixed Effects No No No Yes

Number of Observations 16,913 16,913 16,913 16,913
R-squared 0.0763 0.1195 0.1878 0.2724
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Appendix B: Sample Construction

This table reports samples used in the main analyses in Tables 3, 4, 6, and 7, partitioned into

treatment and control groups. The sample begins with 144,943 firm-year observations consisting

of all publicly traded US firms that have an earnings forecast in the 365-day window around every

brokerage house merger date. For other samples, we begin with 93,005 firm-year observations that

make up the sample used in Table 3. All variables are defined in Appendix A.

Treated Firms Control Firms

Firms Firm-years Firms Firm-years

Sample used in Table 3:
Eligible observations 1,938 3,876 70,534 141,067
Observations with valid:

link to Compustat 1,428 2,856 53,813 107,626
FRQ 1,204 2,408 47,748 95,496

95% trimming 1,179 2,358 45,324 90,647

Final sample size 1,179 2,358 45,324 90,647

Samples used in Table 4:
Eligible observations 1,179 2,358 45,324 90,647
Observations with valid:
G− INDEX 671 1,342 9,941 19,881
E − INDEX 671 1,342 9,941 19,881
CC −DUAL 604 1,208 9,896 19,791
DUAL 671 1,342 9,941 19,881

Samples used in Table 6:
Eligible observations 1,179 2,358 45,324 90,647
Observations with valid:
SALES 1,179 2,358 44,756 89,512
NEI 1,134 2,268 45,031 90,061

Sample used in Table 7:
Eligible observations 1,179 2,358 45,324 90,647
Observations with valid:
RETANN 1,143 2,286 34,325 68,650
SIGMA 1,141 2,282 34,082 68,164
LNSIZE 1,140 2,280 34,079 68,158
LNBM 1,140 2,280 34,079 68,158
V OLROE 1,088 2,176 18,604 37,208
COV ERAGE 1,088 2,176 18,604 37,208

Final sample size 1,088 2,176 18,604 37,208
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